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Date: June 6, 2019
Members of City Council and Members of the Public 

From: Council President Kaplan
ORDINANCE AMENDING OAKLAND MUNICIPAL CODE CHAPTER 
9.64 TO PROHIBIT THE CITY OF OAKLAND FROM ACQUIRING 
AND/OR USING FACE RECOGNITION TECHNOLOGY

To:

Re:

Dear Colleagues on the City Council and Members of the Public,

We submit to you the attached Ordinance for your kind consideration.

RECOMMENDATION/ ACTION REQUESTED

Council President Kaplan requests that the City Council adopt language to define “Face 
Recognition Technology" as “an automated or semi-automated process that assists in 
identifying or verifying an individual based on an individual's face.”

In addition, there is a request to add new language to our existing surveillance technology 
code to prohibit the City from acquiring, obtaining, retaining, requesting, or accessing Face 
Recognition Software. It also allows for City staff to not be penalized if they inadvertently or 
unintentionally receive information obtained from Face Recognition Technology.

BACKGROUND/LEGISLATIVE HISTORY

On January 19, 2016, the City Council adopted Ordinance NO.13349 which created and 
defined the duties of the Privacy Advisory Commission (PAC) which “provide(s) advice and 
technical assistance on best practices to protect citizen privacy rights in connection with the 
City's purchase and use of surveillance equipment and other technology that collects or stores 
citizen data.” The PAC reviews, considers, and drafts legislation related surveillance 
equipment usage. On May 2, 2019, the PAC voted on a proposed amendment to prohibit use 
of face recognition technology. This proposal passed unanimously. This proposal was then 
brought to Oakland City Council President Kaplan’s office by the Chairperson of the PAC, 
Brian Hofer, as a request to introduce as an ordinance.

ANALYSIS

Face recognition technology runs the risk of making Oakland residents less safe as the 
misidentification of individuals could lead to the misuse of force, false incarceration, and 
minority-based persecution. The City of Oakland should reject the use of this flawed 
technology on the following basis: 1) systems rely on biased datasets with high levels of 
inaccuracy; 2) a lack of standards around the use and sharing of this technology; 3) the
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invasive nature of the technology; and 4) and the potential abuses of data by our government 
that could lead to persecution of minority groups.

Data shows that this technology negatively and disproportionately misidentifies darker 
skinned women and the error rate has been widely studied. In a 2018 report by the MIT Lab, 
Gender Shades: Intersection Accuracy Disparities in Commercial Gender Classification, the 
study concluded, using a data set of 1,270 people, that facial recognitions systems worked best 
on white males and failed most often with the combination of female and dark-skin 
individuals with error rates of up to 34.7%. Last year, Amazon's Rekognition face surveillance 
product misidentified 28 members of Congress, disproportionately the Black and Latino 
representatives, as persons in a database of booking photos in a test conducted by the ACLU of 
Northern California. Apple, Inc., is currently being sued by an 18-year-old for misidentifying 
him as a thief, and in Sri Lanka, Face Recognition Technology falsely identified an American 
as a suspect in a terrorist bombing in April of 2019.

In addition, the misuse and lack of guidelines around the use of this technology by police 
departments in other jurisdictions has raised serious and ethical dilemmas. In May 2019, 
Georgetown Law’s Center on Privacy and Technology (CPT) issued a report Garbage in and 
Garbage Out, detailing how law enforcement agencies across the country are feeding facial 
recognition software flawed data stating "when blurry or flawed photos of suspects have failed 
to turn up good leads, analysts have instead picked a celebrity they thought looked like the 
suspect, then run the celebrity’s photo through their automated face recognition system 
looking for a lead.” The report warns there are “no rules when it comes to what images police 
can submit to face recognition algorithms to generate investigative leads.”

More recently concerns about privacy have been exacerbated by questions into how 
international, federal, and local government bodies use this data. In Baltimore, police 
agencies used face recognition technology to target activists in the aftermath of Freddie Gray’s 
death, and the Chinese government is currently using face recognition software in the 
persecution of its Muslim minority population. This week, Detroit’s face recognition system is 
under scrutiny, the placement of cameras near abortion clinics, and more frightening, there 
has been a slew of hackings, including most recently thousands of facial scans that were stolen 
from a subcontractor of the US Customs and Enforcement Agency.

FISCAL IMPACT
There is no anticipated fiscal impact to this legislation.

COORDINATION
This ordinance was unanimously recommended by the Oakland Privacy Commission. This 
ordinance was created with the assistance of the Oakland City Attorney's office.
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SUSTAINABLE OPPORTUNITIES

Economic: The information presented in this report presents no economic impact.

Environmental: There are no environmental opportunities identified in this report.

Social Equity: The adoption of an Ordinance is paramount for Social Equity as Face 
Recognition Technology has been shown to have an algorithm bias. In other words, there is a 
disparate treatment of persons with the use of this technology based on skin color and gender.

For questions regarding this report, please contact Bobbi Lopez, Policy Director, at 510-238- 
7082.

Attached please find the following documents:

1. Ordinance
2. Study - Buolamwini, Joy & Timnit, Gebru. Gender Shades: Intersectional Accuracy 

Disparities in Commercial Gender Classification, Proceedings of Machine Learning 
Research 81:1-15, 2018.

3. Study - Garvie, Clare. Garbage In, Garbage Out: Face Recognition on Flawed 
Data, Georgetown University's Center on Privacy and Technology, May 2019.

Sincerely,

Rebecca Kaplan 
Council President
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Abstract who is hired, fired, granted a loan, or how long 
an individual spends in prison, decisions that 
have traditionally been performed by humans are 
rapidly made by algorithms (O’Neil, 2017; Citron 
and Pasquale, 2014). Even Al-based technologies 
that are not specifically trained to perform high- 
stakes tasks (such as determining how long some
one spends in prison) can be used in a pipeline 
that performs such tasks. For example, while 
face recognition software by itself should not be 
trained to determine the fate of an individual in 
the criminal justice system, it is very likely that 
such software is used to identify suspects. Thus, 
an error in the output of a face recognition algo
rithm used as input for other tasks can have se
rious consequences. For example, someone could 
be wrongfully accused of a crime based on erro
neous but confident misidentification of the per
petrator from security video footage analysis.

Recent studies demonstrate that machine 
learning algorithms can discriminate based 
on classes like race and gender. In this 
work, we present an approach to evaluate 
bias present in automated facial analysis al
gorithms and datasets with respect to phe
notypic subgroups. Using the dermatolo
gist approved Fitzpatrick Skin Type clas
sification system, we characterize the gen
der and skin type distribution of two facial 
analysis benchmarks, IJB-A and Adience. 
We find that these datasets are overwhelm
ingly composed of lighter-skinned subjects 
(79.6% for IJB-A and 86.2% for Adience) 
and introduce a new facial analysis dataset 
which is balanced by gender and skin type. 
We evaluate 3 commercial gender clas
sification systems using our dataset and 
show that darker-skinned females are the 
most misclassified group (with error rates 
of up to 34.7%). The maximum error rate 
for lighter-skinned males is 0.8%. 
substantial disparities in the accuracy of 
classifying darker females, lighter females, 
darker males, and lighter males in gender 
classification systems require urgent atten
tion if commercial companies are to build 
genuinely fair, transparent and accountable 
facial analysis algorithms.
Keywords: Computer Vision, Algorith
mic Audit, Gender Classification

The Many AI systems, e.g. face recognition tools,
rely on machine learning algorithms that are 
trained with labeled data. It has recently 
been shown that algorithms trained with biased 
data have resulted in algorithmic discrimination 
(Bolukbasi et al., 2016; Caliskan et ah, 2017). 
Bolukbasi et al. even showed that the popular 
word embedding space, Word2Vec, encodes soci
etal gender biases. The authors used Word2Vec 
to train an analogy generator that fills in miss
ing words in analogies. The analogy man is to 
computer programmer as woman is to “X” was 
completed with “homemaker”, conforming to the 
stereotype that programming is associated with 
men and homemaking with women. The biases 
in Word2Vec are thus likely to be propagated 
throughout any system that uses this embedding.

1. Introduction
Artificial Intelligence (AI) is rapidly infiltrating 
every aspect of society. From helping determine

* Download our gender and skin type balanced PPB 
dataset at gendershades.org

(c) 2018 J. Buolamwini T. Gebru.
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1988) six-point skin type scale, allowing us to 
benchmark the performance of gender classifica
tion algorithms by skin type. Second, this work 
introduces the first intersectional demographic 
and phenotypic evaluation of face-based gender 
classification accuracy. Instead of evaluating ac
curacy by gender or skin type alone, accuracy 
is also examined on 4 intersectional subgroups: 
darker females, darker males, lighter females, and 
lighter males. The 3 evaluated commercial gen
der classifiers have the lowest accuracy on darker 
females. Since computer vision technology is be
ing utilized in high-stakes sectors such as health
care and law enforcement, more work needs to 
be done in benchmarking vision algorithms for 
various demographic and phenotypic groups.

Although many works have studied how to 
create fairer algorithms, and benchmarked dis
crimination in various contexts (Kilbertus et al., 
2017; Hardt et ah, 2016b,a), only a handful of 
works have done this analysis for computer vi
sion. However, computer vision systems with 
inferior performance across demographics can 
have serious implications. Esteva et al. showed 
that simple convolutional neural networks can be 
trained to detect melanoma from images, with ac
curacies as high as experts (Esteva et al., 2017). 
However, without a dataset that has labels for 
various skin characteristics such as color, thick
ness, and the amount of hair, one cannot measure 
the accuracy of sucR automated skin cancer de
tection systems for individuals with different skin 
types. Similar to the well documented detrimen
tal effects of biased clinical trials (Popejoy and 
Fullerton, 2016; Melloni et ah, 2010), biased sam
ples in Al for health care can result in treatments 
that do not work well for many segments of the 
population.

In other contexts, a demographic group that 
is underrepresented in benchmark datasets can 
nonetheless be subjected to frequent targeting. 
The use of automated face recognition by law 
enforcement provides such an example. At least 
117 million Americans are included in law en
forcement face recognition networks. A year
long research investigation across 100 police de
partments revealed that African-American indi
viduals are more likely to be stopped by law 
enforcement and be subjected to face recogni
tion searches than individuals of other ethnici
ties (Garvie et al., 2016). False positives and un
warranted searches pose a threat to civil liberties. 
Some face recognition systems have been shown 
to misidentify people of color, women, and young 
people at high rates (Klare et al., 2012). Moni
toring phenotypic and demographic accuracy of 
these systems as well as their use is necessary to 
protect citizens’ rights and keep vendors and law 
enforcement accountable to the public.

We take a step in this direction by making two 
contributions. First, our work advances gender 
classification benchmarking by introducing a new 
face dataset composed of 1270 unique individu
als that is more phenotypically balanced on the 
basis of skin type than existing benchmarks. To 
our knowledge this is the first gender classifica
tion benchmark labeled by the Fitzpatrick (TB,

2. Related Work

Automated Facial Analysis. Automated fa
cial image analysis describes a range of face per
ception tasks including, but not limited to, face 
detection (Zafeiriou et al., 2015; Mathias et al., 
2014; Bai and Ghanem, 2017), face classifica
tion (Reid et al., 2013; Levi and Hassner, 2015a; 
Rothe et al., 2016) and face recognition (Parkhi 
et al., 2015; Wen et al., 2016; Ranjan et al., 2017). 
Face recognition software is now built into most 
smart phones and companies such as Google, 
IBM, Microsoft and Face++ have released com
mercial software that perform automated facial 
analysis (IBM; Microsoft; Face++; Google).

A number of works have gone further than 
solely performing tasks like face detection, recog
nition and classification that are easy for humans 
to perform. For example, companies such as Af- 
fectiva (Affectiva) and researchers in academia 
attempt to identify emotions from images of peo
ple’s faces (Dehghan et al., 2017; Srinivasan et al., 
2016; Fabian Benitez-Quiroz et al., 2016). Some 
works have also used automated facial analysis 
to understand and help those with autism (Leo 
et al., 2015; Palestra et ah, 2016). Controversial 
papers such as (Kosinski and Wang, 2017) claim 
to determine the sexuality of Caucasian males 
whose profile pictures are on Facebook or dating 
sites. And others such as (Wu and Zhang, 2016) 
and Israeli based company Faception (Faception) 
have developed software that purports to deter
mine an individual’s' characteristics (e.g. propen
sity towards crime, IQ, terrorism) solely from
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Kemelmacher-Shlizerman et al., 2016). Any sys
tematic error found in face detectors will in
evitably affect the composition of the bench
mark. Some datasets collected in this manner

their faces. The clients of such software include 
governments. An article by (Aguera Y Areas et 
al., 2017) details the dangers and errors propa
gated by some of these aforementioned works.

Face detection and classification algorithms 
are also used by US-based law enforcement for 
surveillance and crime prevention purposes. In 
“The Perpetual Lineup”, Garvie and colleagues 
provide an in-depth analysis of the unregulated 
police use of face recognition and call for rigorous 
standards of automated facial analysis, racial ac
curacy testing, and regularly informing the pub
lic about the use of such technology (Garvie 
et al., 2016). Past research has also shown that 
the accuracies of face recognition systems used 
by US-based law enforcement are systematically 
lower for people labeled female, Black, or be
tween the ages of 18—30 than for other demo
graphic cohorts (Klare et al., 2012). The latest 
gender classification report from the National In
stitute for Standards and Technology (NIST) also 
shows that algorithms NIST evaluated performed 
worse for female-labeled faces than male-labeled 
faces (Ngan et al., 2015).

The lack of datasets that are labeled by eth
nicity limits the generalizability of research ex
ploring the impact of ethnicity on gender classi
fication accuracy. While the NIST gender report 
explored the impact of ethnicity on gender classi
fication through the use of an ethnic proxy (coun
try of origin), none of the 10 locations used in 
the study were in Africa or the Caribbean where 
there are significant Black populations. On the 
other hand, Farinella and Dugelay claimed that 
ethnicity has no effect on gender classification, 
but they used a binary ethnic categorization 
scheme: Caucasian and non-Caucasian (Farinella 
and Dugelay, 2012). To address the underrepre
sentation of people of African-descent in previ
ous studies, our work explores gender classifica
tion on African faces to further scholarship on 
the impact of phenotype on gender classification.

Benchmarks. Most large-scale attempts to 
collect visual face datasets rely on face de
tection algorithms to first detect faces (Huang 
et al., 2007; Kemelmacher-Shlizerman et al., 
2016). Megaface, which to date is the largest 
publicly available set of facial images, was com
posed utilizing Head Hunter (Mathias et al., 
2014) to select one million images from the Yahoo 
Flicker 100M image dataset (Thomee et al., 2015;

have already been documented to contain signif
icant demographic bias. For example, LFW, a 
dataset composed of celebrity faces which has 
served as a gold standard benchmark for face 
recognition, was estimated to be 77.5% male and 
83.5% White (Han and Jain, 2014). Although 
(Taigman et al., 2014)’s face recognition system 
recently reported 97.35% accuracy on the LFW 
dataset, its performance is not broken down by 
race or gender. Given these skews in the LFW 
dataset, it is not clear that the high reported ac
curacy is applicable to people who are not well 
represented in the LFW benchmark. In response 
to these limitations, Intelligence Advanced Re
search Projects Activity (IARPA) released the 
IJB-A dataset as the most geographically diverse 
set of collected faces (Klare et al., 2015). In 
order to limit bias, no face detector was used 
to select images containing faces. In compari
son to face recognition, less work has been done 
to benchmark performance on gender classifica
tion. In 2015, the Adience gender and age classi
fication benchmark was released (Levi and Has- 

2015b). As of 2017, The National Insti-sner,
tute of Standards and Technology is starting an
other challenge to spur improvement in face gen
der classification by expanding on the 2014-15 
study.

3. Intersectional Benchmark
An evaluation of gender classification perfor
mance currently requires reducing the construct 
of gender into defined classes. In this work we use 
the sex labels of “male” and “female” to define 
gender classes since the evaluated benchmarks 
and classification systems use these binary labels. 
An intersectional evaluation further requires a 
dataset representing the defined genders with a 
range of phenotypes that enable subgroup accu
racy analysis. To assess the suitability of exist
ing datasets for intersectional benchmarking, we 
provided skin type annotations for unique sub
jects within two selected datasets, and compared 
the distribution of darker females, darker males, 
lighter females, and lighter males. Due to phe
notypic imbalances in existing benchmarks, we

3
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Figure 1: Example images and average faces from the new Pilot Parliaments Benchmark (PPB). As 
the examples show, the images are constrained with relatively little variation in pose. The 
subjects are composed of male and female parliamentarians from 6 countries. On average, 
Senegalese subjects are the darkest skinned while those from Finland and Iceland are the 
lightest skinned.

tent across geographies: even within countries 
these categories change over time.

Since race and ethnic labels are unstable, we 
decided to use skin type as a more visually pre
cise label to measure dataset diversity. Skin type 
is one phenotypic attribute that can be used to 
more objectively characterize datasets along with 
eye and nose shapes. Furthermore, skin type was 
chosen as a phenotypic factor of interest because 
default camera settings are calibrated to expose 
lighter-skinned individuals (Roth, 2009). Poorly 
exposed images that result from sensor optimiza
tions for lighter-skinned subjects or poor illumi
nation can prove challenging for automated facial 
analysis. By labeling faces with skin type, we 
can increase our understanding of performance 
on this important phenotypic attribute.

created a new dataset with more balanced skin 
type and gender representations.

3.1. Rationale for Phenotypic Labeling

Though demographic labels for protected classes 
like race and ethnicity have been used for per
forming algorithmic audits (Friedler et al., 2016; 
Angwin et al., 2016) and assessing dataset diver
sity (Han and Jain, 2014), phenotypic labels are 
seldom used for these purposes. While race la
bels are suitable for assessing potential algorith
mic discrimination in some forms of data (e.g. 
those used to predict criminal recidivism rates), 
they face two key limitations when used on visual 
images. First, subjects’ phenotypic features can 
vary widely within a racial or ethnic category. 
For example, the skin types of individuals iden
tifying as Black in the US can represent many 
hues. Thus, facial analysis benchmarks consist
ing of lighter-skinned Black individuals would not 
adequately represent darker-skinned ones. Sec
ond, racial and ethnic categories are not consis-

3.2. Existing Benchmark Selection 
Rationale

IJB-A is a US government benchmark released 
by the National Institute of Standards and Tech-
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Figure 2: The global distribution of skin color. Most Africans have darker skin while those from 
Nordic countries are lighter-skinned. Image from (Encyclopedia Britannica) ©Copyright 
2012 Encyclopedia Britannica.

nology (NIST) in 2015. We chose to evaluate this from three African countries (Rwanda, Senegal, 
dataset given the government’s involvement and South Africa) and three European countries (Ice- 
the explicit development of the benchmark to be land, Finland, Sweden) selected for gender parity 
geographically diverse (as mentioned in Sec. 2). in the national parliaments.
At the time of assessment in April and May of 
2017, the dataset consisted of 500 unique sub
jects who are public figures. One image of each 
unique subject was manually labeled with one of 
six Fitzpatrick skin types (TB, 1988).

Adience is a gender classification benchmark 
released in 2014 and was selected due to its re
cency and unconstrained nature. The Adience 
benchmark contains 2,284 unique individual sub
jects. 2,194 of those subjects had reference im
ages that were discernible enough to be labeled 
by skin type and gender. Like the IJB-A dataset, 
only one image of each subject was labeled for 
skin type.

PPB IJB-A AdienceProperty
Release Year 
#Subjects 
Avg. IPD 
BBox Size 
IM Width 
IM Height

20142017 2015
22841270 500

63 pixels
141 (avg) >36 
160-590 
213-886

816
816

Table 1: Various image characteristics of the Pi
lot Parliaments Benchmark compared 
with prior datasets. ^Subjects denotes 
the number of unique subjects, the aver
age bounding box size is given in pixels, 
and IM stands for image.3.3. Creation of Pilot Parliaments 

Benchmark
Preliminary analysis of the IJB-A and Adi
ence benchmarks revealed overrepresentation of 
lighter males, underrepresentation of darker fe- well as average faces of males and females in 
males, and underrepresentation of darker indi- each country represented in the datasets. We 
viduals in general. We developed the Pilot Par- decided to use images of parliamentarians since 
liaments Benchmark (PPB) to achieve better in- they are public figures with known identities and 
tersectional representation on the basis of gender photos available under non-restrictive licenses 
and skin type. PPB consists of 1270 individuals posted on government websites. To add skin

Figure 1 shows example images from PPB as
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type diversity to the dataset, we chose parlia
mentarians from African and European coun
tries. Fig. 2 shows an approximated distribu
tion of average skin types around the world. As 
seen in the map, African countries typically have 
darker-skinned individuals whereas Nordic coun
tries tend to have lighter-skinned citizens. Col
onization and migration patterns nonetheless in
fluence the phenotypic distribution of skin type 
and not all Africans are darker-skinned. Simi
larly, not all citizens of Nordic countries can be 
classified as lighter-skinned.

The specific African and European countries 
were selected based on their ranking for gen
der parity as assessed by the Inter Parliamen
tary Union (Inter Parliamentary Union Rank
ing). Of all the countries in the world, Rwanda 
has the highest proportion of women in parlia
ment. Nordic countries were also well represented 
in the top 10 nations. Given the gender parity 
and prevalence of lighter skin in the region, Ice
land, Finland, and Sweden were chosen. To bal
ance for darker skin, the next two highest-ranking 
African nations, Senegal and South Africa, were 
also added.

Table 1 compares image characteristics of PPB 
with IJB-A and Adience. PPB is highly con
strained since it is composed of official profile 
photos of parliamentarians. These profile photos 
are taken under conditions with cooperative sub
jects where pose is relatively fixed, illumination is 
constant, and expressions are neutral or smiling. 
Conversely, the images in the IJB-A and Adi
ence benchmarks are unconstrained and subject 
pose, illumination, and expression by construc
tion have more variation.

■ %Darker FemaleAdienci

H %Darker Male

%Lighter Female

J %Ligher Male

Figure 3: The percentage of darker female, 
lighter female, darker male, and lighter 
male subjects in PPB, IJB-A and Adi
ence. Only 4.4% of subjects in Adience 
are darker-skinned and female in com
parison to 21.3% in PPB.

the world, the categorizations are fairly coarse. 
Nonetheless, the scale provides a scientifically 
based starting point for auditing algorithms and 
datasets by skin type.

Gender Labels. All evaluated companies 
provided a “gender classification” feature that 
uses the binary sex labels of female and male. 
This reductionist view of gender does not ade
quately capture the complexities of gender or ad
dress transgender identities. The companies pro
vide no documentation to clarify if their gender 
classification systems which provide sex labels are 
classifying gender identity or biological sex. To 
label the PPB data, we use female and male la
bels to indicate subjects perceived as women or 
men respectively.

Labeling Process. For existing benchmarks, 
one author labeled each image with one of six 
Fitzpatrick skin types and provided gender an
notations for the IJB-A dataset. The Adience 
benchmark was already annotated for gender. 
These preliminary skin type annotations on ex
isting datasets were used to determine if a new 
benchmark was needed.

More annotation resources were used to label 
PPB. For the new parliamentarian benchmark, 
3 annotators including the authors provided gen
der and Fitzpatrick labels. A board-certified sur
gical dermatologist provided the definitive labels 
for the Fitzpatrick skin type. Gender labels were 
determined based on the name of the parliamen
tarian, gendered title, prefixes such as Mr or Ms, 
and the appearance of the photo.

3.4. Intersectional Labeling Methodology

Skin Type Labels. We chose the Fitzpatrick 
six-point labeling system to determine skin type 
labels given its scientific origins. Dermatologists 
use this scale as the gold standard for skin classi
fication and determining risk for skin cancer (TB, 
1988).

The six-point Fitzpatrick classification system 
which labels skin as Type I to Type VI is skewed 
towards lighter skin and has three categories that 
can be applied to people perceived as White (Fig
ure 2). Yet when it comes to fully representing 
the sepia spectrum that characterizes the rest of
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DF DM LF LMM Darker LighterSet Fn
All Subjects 1270 44.6% 55.4% 46.4% 53.6% 21.3% 25.0% 23.3% 30.3%

661 43.9% 56.1% 86.2% 13.8% 39.8% 46.4% 4.1% 9.7%Africa
20.8% 35.2% 43.9% 6.2% 14.6%

43.0% 57.0% 0.0% 0.0%
60.0% 40.0% 0.0% 0.0%

South Africa 437 41.4% 58.6% 79.2%
149 43.0% 57.0% 100.0%
75 60.0% 40.0% 100.0%

0.0%Senegal
Rwanda 0.0%

609 45.5% 54.5% 3.1% 96.9% 1.3% 1.8% 44.2% 52.7%Europe
349 46.7% 53.3% 4.9%
197 42.6% 57.4% 1.0%
63 47.6% 52.4% 0.0%

95.1% 2.0% 2.9% 44.7% 50.4%
99.0% 0.5% 0.5% 42.1% 56.9%
100.0% 0.0% 0.0% 47.6% 52.4%

Sweden
Finland
Iceland

Table 2: Pilot Parliaments Benchmark decomposition by the total number of female subjects de
noted as F, total number of male subjects (M), total number of darker and lighter subjects, 
as well as female darker/lighter (DF/LF) and male darker/lighter subjects (DM/LM). The 
group compositions are shown for all unique subjects, Africa, Europe and the countries in 
our dataset located in each of these continents.

Dataset | Lighter (I,II,III) | Darker (IV, V, VI) | Total
53.6% 681
79.6% 398
86.2% 1892

46.4%
20.4%
13.8%

PPB 1270589
IJB-A
Adience

102 500
302 2194

Table 3: The distributions of lighter and darker-skinned subjects (according to the Fitzpatrick clas
sification system) in PPB, IJB-A, and Adience datasets. Adience has the most skewed 
distribution with 86.2% of the subjects consisting of lighter-skinned individuals whereas 
PPB is more evenly distributed between lighter (53.6%) and darker (46.4%) subjects.

3.5. Fitzpatrick Skin Type Comparison female and lighter male subjects from Adience, 
IJB-A, and PBB. PPB provides the most bal
anced representation of all four groups whereas 
IJB-A has the least balanced distribution.

For the purposes of our analysis, lighter subjects 
will refer to faces with a Fitzpatrick skin type 
of I,II, or III. Darker subjects will refer to faces 
labeled with a Fitzpatrick skin type of IV,V, or 
VI. We intentionally choose countries with ma- IJB-A (4.4%) and darker males are the least rep- 
jority populations at opposite ends of the skin resented in Adience (6.4%). Lighter males are the 
type scale to make the lighter/darker dichotomy most represented unique subjects in all datasets, 
more distinct. The skin types are aggregated to IJB-A is composed of 59.4% unique lighter males 
account for potential off-by-one errors since the whereas this percentage is reduced to 41.6% in 
skin type is estimated using images instead of em- Adience and 30.3% in PPB. As seen in Table 3, 
ploying a standard spectrophotometer and Fitz- Adience has the most skewed distribution by skin 
patrick questionnaire.

Table 2 presents the gender, skin type, and in-

Darker females are the least represented in

type.
While all the datasets have more lighter- 

tersectional gender by skin type composition of skinned unique individuals, PPB is around half 
PPB. And Figure 3 compares the percentage of light at 53.6% whereas the proportion of lighter- 
images from darker female, darker male, lighter skinned unique subjects in IJB-A and Adience
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Face++ (Microsoft; IBM; Face++). Microsoft’s 
Cognitive Services Face API and IBM’s Wat
son Visual Recognition API were chosen since 
both companies have made large investments in 
artificial intelligence, capture significant market 
shares in the machine learning services domain, 
and provide public demonstrations of their fa
cial analysis technology. At the time of evalua
tion, Google did not provide a publicly available 
gender classifier. Previous studies have shown 
that face recognition systems developed in West
ern nations and those developed in Asian nations 
tend to perform better on their respective popu
lations (Phillips et al., 2011). Face++, a com
puter vision company headquartered in China 
with facial analysis technology previously inte
grated with some Lenovo computers, was thus 
chosen to see if this observation holds for gender 
classification. Like Microsoft and IBM, Face++ 
also provided a publicly available demonstration 
of their gender classification capabilities at the 
time of evaluation(April and May 2017).

All of the companies offered gender classifica
tion as a component of a set of proprietary facial 
analysis API services (Microsoft; IBM; Face++). 
The description of classification methodology 
lacked detail and there was no mention of what 
training data was used. At the time of evaluation, 
Microsoft’s Face Detect service was described as 
using advanced statistical algorithms that “may 
not always be 100% precise” (Microsoft API Ref
erence). IBM Watson Visual Recognition and 
Face++ services were said to use deep learning- 
based algorithms (IBM API Reference; Face++ 
Terms of Service). None of the commercial gen
der classifiers chosen for this analysis reported 
performance metrics on existing gender estima
tion benchmarks in their provided documenta
tion. The Face++ terms of use explicitly dis
claim any warranties of accuracy. Only IBM 
provided confidence scores (between 0 and 1) for 
face-based gender classification labels. But it did 
not report how any metrics like true positive rates 
(TPR) or false positive rates (FPR) were bal
anced.

is 79.6% and 86.2% respectively. PPB provides 
substantially more darker-skinned unique sub
jects than IJB-A and Adience. Even though Adi- 
ence has 2194 labeled unique subjects, which is 
nearly twice that of the 1270 subjects in PPB, 
it has 302 darker subjects, nearly half the 589 
darker subjects in PPB. Overall, PPB has a more 
balanced representation of lighter and darker 
subjects as compared to the IJB-A and Adience 
datasets.

4. Commercial Gender 
Classification Audit

We evaluated 3 commercial gender classifiers. 
Overall, male subjects were more accurately clas
sified than female subjects replicating previous 
findings (Ngan et al., 2015), and lighter subjects 
were more accurately classified than darker in
dividuals. An intersectional breakdown reveals 
that all classifiers performed worst on darker fe
male subjects.

4.1. Key Findings on Evaluated 
Classifiers

• All classifiers perform better on male faces 
than female faces (8.1% — 20.6% difference 
in error rate)

• All classifiers perform better on lighter faces 
than darker faces (11.8% — 19.2% difference 
in error rate)

• All classifiers perform worst on darker female 
faces (20.8% — 34.7% error rate)

• Microsoft and IBM classifiers perform best 
on lighter male faces (error rates of 0.0% and 
0.3% respectively)

• Face++ classifiers perform best on darker 
male faces (0.7% error rate)

• The maximum difference in error rate be
tween the best and worst classified groups is 

.34.4%

4.3. Evaluation Methodology4.2. Commercial Gender Classifier
Selection: Microsoft, IBM, Face-)—b

We focus on gender classifiers sold in API bun
dles made available by Microsoft, IBM, and

In following the gender classification evaluation 
precedent established by the National Institute 
for Standards and Technology (NIST), we assess

8
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DF DM LF LMAll F M Darker LighterClassifier Metric
PPV(%)

Error Rate(%) 6.3 
TPR (%)
FPR (%)

93.7 89.3 97.4 87.1
10.7 2.6 12.9

93.7 96.5 91.7 87.1
6.3 8.3 3.5 12.9

99.3 79.2 94.0 98.3 100
20.8 6.0 1.7 0.0
92.1 83.7 100 98.7
16.3 7.9 1.3 0.0

0.7MSFT 99.3
0.7

PPV(%) 90.0 78.7 99.3 83.5
Error Rate(%) 10.0 21.3 0.7 16.5

TPR (%) 90.0 98.9 85.1 83.5
FPR (%) 10.0 14.9 1.1 16.5

65.5 99.3 94.0 99.2
34.5 0.7 6.0 0.8
98.8 76.6 98.9 92.9
23.4 1.2 7.1 1.1

95.3
4.7Face++ 95.3
4.7

PPV(%) 87.9 79.7 94.4 77.6
Error Rate(%) 12.1 20.3 5.6 . 22.4

TPR (%) 87.9 92.1 85.2 77.6
FPR (%) 12.1 14.8 7.9 22.4

65.3 88.0 92.9 99.7
34.7 12.0 7.1 0.3
82.3 74.8 99.6 94.8
25.2 17.7 5.20 0.4

96.8
3.2

IBM 96.8
3.2

Table 4: Gender classification performance as measured by the positive predictive value (PPV), error 
rate (1-PPV), true positive rate (TPR), and false positive rate (FPR) of the 3 evaluated 
commercial classifiers on the PPB dataset. All classifiers have the highest error rates for 
darker-skinned females (ranging from 20.8% for Microsoft to 34.7% for IBM).

Classifier Metric DF DM LF LM
PPV(%)

Error Rate(%) 23.8 
TPR(%)
FPR(%)

76.2 100 100 100
0.0 0.0 0.0 

100 84.2 100 100
15.8 0.0 0.0 0.0

MSFT

PPV(%)
Error Rate(%) 36.0 

TPR(%)
FPR(%)

64.0 99.5 100 100
0.5 0.0 0.0

99.0 77.8 100 96.9
22.2 1.03 3.08 0.0

Faced—h

PPV(%)
Error Rate(%) 33.1 

TPR(%)
FPR(%)

66.9 94.3 100 98.4
5.7 0.0 1.6

90.4 78.0 96.4 100
22.0 9.7 0.0 3.6

IBM

Table 5: Gender classification performance as measured by the positive predictive value (PPV), error 
rate (1-PPV), true positive rate (TPR), and false positive rate (FPR) of the 3 evaluated 
commercial classifiers on the South African subset of the PPB dataset. Results for South 
Africa follow the overall trend with the highest error rates seen on darker-skinned females.

the overall classification accuracy, male classifi- lowing groups: all subjects, male subjects, female 
cation accuracy, and female classification accu- subjects, lighter subjects, darker subjects, darker 
racy as measured by the positive predictive value females, darker males, lighter females, and lighter 
(PPV). Extending beyond the NIST Methodol- males. See Table 2 in supplementary materials 
ogy we also evaluate the true positive rate, false for results disaggregated by gender and each Fitz- 
positive rate, and error rate (1-PPV) of the fol- patrick Skin Type.
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61.0% to 72.4.1% of the classification error.4.4. Audit Results
Lighter males who make up 30.3% of the bench
mark contribute only 0.0% to 2.4% of the total 

To conduct a demographic performance analy- errors from these classifiers (See Table 1 in sup- 
sis, the differences in male and female error rates plementary materials), 
for each gender classifier are compared first in 
aggregate (Table 4) and then for South Africa Africa to see if differences in algorithmic per- 
(Table 5). The NIST Evaluation of Automated formance are mainly due to image quality from 
Gender Classification Algorithms report revealed each parliament. In PPB, the European parlia- 
that gender classification performance on female mentary images tend to be of higher resolution 
faces was 1.8% to 12.5% lower than performance with less pose variation when compared to images 
on male faces for the nine evaluated algorithms from African parliaments. The South African 
(Ngan et ah, 2015). The gender misclassifica- parliament, however, has comparable image res- 
tion rates on the Pilot Parliaments Benchmark olution and has the largest skin type spread of 
replicate this trend across all classifiers. The dif- all the parliaments. Lighter subjects makeup 
ferences between female and male classification 20.8% (n=91) of the images, and darker subjects 
error rates range from 8.1% to 20.6%. The rela- make up the remaining 79.2% (n=346) of im- 
tively high true positive rates for females indicate ages. Table 5 shows that all algorithms perform 
that when a face is predicted to be female the es- worse on female and darker subjects when com- 
timation is more likely to be correct than when pared to their counterpart male and lighter sub- 
a face is predicted to be male. For the Microsoft jects. The Microsoft gender classifier performs 
and IBM classifiers, the false positive rates (FPR) the best, with zero errors on classifying all males 
for females are double or more than the FPR for and lighter females, 
males. The FPR for females is more than 13 
times that of males with the Face-1—I- classifier.

Male and Female Error Rates

We present a deeper look at images from South

On the South African subset of the PPB bench
mark, all the error for Microsoft arises from mis- 
classifying images of darker females. Table 5 also 
shows that all classifiers perform worse on darker 
females. Face++ is flawless on lighter males and 
lighter females. IBM performs best on lighter fe
males with 0.0% error rate. Examining classifica
tion performance on the South African subset of 
PPB reveals trends that closely match the algo
rithmic performance on the entire dataset. Thus, 
we conclude that variation in performance due 
to the image characteristics of each country does 
not fully account for the differences in misclassifi- 
cation rates between intersectional subgroups. In 
other words, the presence of more darker individ
uals is a better explanation for error rates than a 
deviation in how images of parliamentarians are 
composed and produced. However, darker skin 
alone may not be fully responsible for misclassi- 

To conduct an intersectional demographic and Nation. Instead, darker skin may be highly cor- 
phenotypic analysis, the error rates for four inter- related with facial geometries or gender display 
sectional groups (darker females, darker males, norms that were less represented in the training 
lighter females and lighter males) are compared data of the evaluated classifiers, 
in aggregate and then for South Africa.

Across the board, darker females account for 
the largest proportion of misclassified subjects.
Even though darker females make up 21.3% of The overall gender classification accuracy results 
the PPB benchmark, they constitute between show the obfuscating nature of single perfor-

Darker and Lighter Error Rates

To conduct a phenotypic performance analysis, 
the differences in darker and lighter skin type er
ror rates for each gender classifier are compared 
first in aggregate (Table 4) and then for South 
Africa (Table 5). All classifiers perform better 
on lighter subjects than darker subjects in PPB. 
Microsoft achieves the best result with error rates 
of 12.9% on darker subjects and 0.7% on lighter 
individuals. On darker subjects, IBM achieves 
the worst classification accuracy with an error 
rate of 22.4%. This rate is nearly 7 times higher 
than the IBM error rate on lighter faces.

Intersectional Error Rates

4.5. Analysis of Results
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4.6. Accuracy Metrics

Microsoft and Face++ APIs solely output single 
labels indicating whether the face was classified 
as female or male. IBM’s API outputs an ad
ditional number which indicates the confidence 
with which the classification was made. Fig
ure 4 plots the distribution of confidence values 
for each of the subgroups we evaluate (i.e. darker 
females, darker males, lighter females and lighter 
males). Numbers near 0 indicate low confidence 
whereas those close to 1 denote high confidence 
in classifying gender. As shown in the box plots, 
the API is most confident in classifying lighter 
males and least confident in classifying darker fe
males.

While confidence values give users more in
formation, commercial classifiers should provide 
additional metrics. All 3 evaluated APIs only 
provide gender classifications, they do not out
put probabilities associated with the likelihood 
of being a particular gender. This indicates that 
companies are choosing a threshold which deter
mines the classification: if the prediction proba
bility is greater than this threshold, the image is 
determined to be that of a male (or female) sub
ject, and viceversa if the probability is less than 
this number. This does not give users the abil
ity to analyze true positive (TPR) and false posi
tive (FPR) rates for various subgroups if different 
thresholds were to be chosen. The commercial 
classifiers have picked thresholds that result in 
specific TPR and FPR rates for each subgroup. 
And the FPR for some groups can be much higher 
than those for others. By having APIs that fail 
to provide the ability to adjust these thresholds, 
they are limiting users’ ability to pick their own 
TPR/FPR trade-off.

Gender 
Female 

ESpI Male

Darker Female
DarkorMale

Lighter Female Lighter Male

Figure 4: Gender classification confidence scores 
from IBM (IBM). Scores are near 1 for 
lighter male and female subjects while 
they range from ~ 0.75 — 1 for darker 
females.

mance metrics. Taken at face value, gender clas
sification accuracies ranging from 87.9% to 93.7% 
on the PPB dataset, suggest that these classi
fiers can be used for all populations represented 
by the benchmark. A company might justify the 
market readiness of a classifier by presenting per
formance results in aggregate. Yet a gender and 
phenotypic breakdown of the results shows that 
performance differs substantially for distinct sub
groups. Classification is 8.1% — 20.6% worse on 
female than male subjects and 11.8% — 19.2% 
worse on darker than lighter subjects.

Though helpful in seeing systematic error, gen
der and skin type analysis by themselves do not 
present the whole story. Is misclassification dis
tributed evenly amongst all females? Are there 
other factors at play? Likewise, is the misclassi
fication of darker skin uniform across gender?

The intersectional error analysis that targets 
gender classification performance on darker fe
male, lighter female, darker male, and lighter 
male subgroups provides more answers. Darker 
females have the highest error rates for all gender 
classifiers ranging from 20.8% — 34.7%. For Mi
crosoft and IBM classifiers lighter males are the 
best classified group with 0.0% and 0.3% error 
rates respectively. Face++ classifies darker males 
best with an error rate of 0.7%. When examining 
the gap in lighter and darker skin classification, 
we see that even though darker females are most 
impacted, darker males are still more inisclassi- 
fied than lighter males for IBM and Microsoft. 
The most improvement is needed on darker fe
males specifically. More broadly, the error gaps 
between male and female classification along with 
lighter and darker classification should be closed.

4.7. Data Quality and Sensors

It is well established that pose, illumination, and 
expression (PIE) can impact the accuracy of au
tomated facial analysis. Techniques to create ro
bust systems that are invariant to pose, illumi
nation, expression, occlusions, and background 
have received substantial attention in computer 
vision research (Kakadiaris et al., 2017; Ganguly 
et al., 2015; Ahmad Radzi et al., 2014). Illumi
nation is of particular importance when doing an 
evaluation based on skin type. Default camera 
settings are often optimized to expose lighter skin
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better than darker skin (Roth, 2009). Underex
posed or overexposed images that present signif
icant information loss can make accurate classi
fication challenging.

With full awareness of the challenges that arise 
due to pose and illumination, we intentionally 
chose an optimistic sample of constrained images 
that were taken from the parliamentarian web
sites. Each country had its peculiarities. Images 
from Rwanda and Senegal had more pose and 
illumination variation than images from other 
countries (Figure 1). The Swedish parliamen
tarians all had photos that were taken with a 
shadow on the face. The South African images 
had the most consistent pose and illumination. 
The South African subset was also composed of 
a substantial number of lighter and darker sub
jects. Given the diversity of the subset, the 
high image resolution, and the consistency of 
illumination and pose, our finding that classi
fication accuracy varied by gender, skin type, 
and the intersection of gender with skin type do 
not appear to be confounded by the quality of 
sensor readings. The disparities presented with 
such a constrained dataset do suggest that error 
rates would be higher on more challenging uncon
strained datasets. Future work should explore 
gender classification on an inclusive benchmark 
composed of unconstrained images.

methods to improve dataset composition, feature 
selection, and neural network architectures.

Because algorithmic fairness is based on differ
ent contextual assumptions and optimizations for 
accuracy, this work aimed to show why we need 
rigorous reporting on the performance metrics on 
which algorithmic fairness debates center. The 
work focuses on increasing phenotypic and demo
graphic representation in face datasets and algo
rithmic evaluation. Inclusive benchmark datasets 
and subgroup accuracy reports will be necessary 
to increase transparency and accountability in 
artificial intelligence. For human-centered com
puter vision, we define transparency as providing 
information on the demographic and phenotypic 
composition of training and benchmark datasets. 
We define accountability as reporting algorith
mic performance on demographic and pheno
typic subgroups and actively working to close 
performance gaps where they arise. Algorith
mic transparency and accountability reach be
yond technical reports and should include mech
anisms for consent and redress which we do not 
focus on here. Nonetheless, the findings from this 
work concerning benchmark representation and 
intersectional auditing provide empirical support 
for increased demographic and phenotypic trans
parency and accountability in artificial intelli
gence.

5. Conclusion Acknowledgments
We thank board-certified surgical dermatologist 
Dr. Helen Raynham for providing the official 
Fitzpatrick annotations for the Pilot Parliaments 
Benchmark.

We measured the accuracy of 3 commercial gen
der classification algorithms on the new Pilot 
Parliaments Benchmark which is balanced by 
gender and skin type. We annotated the dataset 
with the Fitzpatrick skin classification system 
and tested gender classification performance on 4 
subgroups: darker females, darker males, lighter 
females and lighter males. We found that all clas
sifiers performed best for lighter individuals and 
males overall. The classifiers performed worst 
for darker females. Further work is needed to 
see if the substantial error rate gaps on the ba
sis of gender, skin type and intersectional sub
group revealed in this study of gender classifica
tion persist in other human-based computer vi
sion tasks. Future work should explore intersec
tional error analysis of facial detection, identifi
cation and verification. Intersectional phenotypic 
and demographic error analysis can help inform
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GARBAGE IN, GARBAGE OUT

FACE RECOGNITION ON FLAWED DATA
Clare Garvie

Hay 16, 2019

INTRODUCTION

On April 28, 2017, a suspect was caught on camera reportedly stealing beer from a CVS in New York City. The 

store surveillance camera that recorded the incident captured the suspect’s face, but it was partially obscured and 

highly pixelated. When the investigating detectives submitted the photo to the New York Police Department's 

(NYPD) facial recognition system, it returned no useful matches. l

Rather than concluding that the suspect could not be identified using face recognition, however, the 

detectives got creative.

One detective from the Facial Identification Section (FIS), responsible for conducting face recognition searches 

for the NYPD, noted that the suspect looked like the actor Woody Harrelson, known for his performances in 

Cheers, Natural Born Killers, True Detective, and other television shows and movies. A Google image search for 

the actor predictably returned high-quality images, which detectives then submitted to the face recognition 

algorithm in place of the suspect's photo. In the resulting list of possible candidates, the detectives identified 

someone they believed was a match—not to Harrelson but to the suspect whose photo had produced no possible 
hits.2

This celebrity “match” was sent back to the investigating officers, and someone who was not Woody Harrelson 

was eventually arrested for petit larceny.
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Figure 1: On the left: a slide from the NYPD FIS describing its "celebrity comparison" technique. On the right, a photo of 

Woody Harrelson. (Source: left, NYPD; right, Gabriel Cristover Perez/LBJ Presidential Library.)

There are no rules when it comes to what images police can submit to face recognition algorithms to generate 

investigative leads. As a consequence, agencies across the country can—and do—submit all manner of "probe 

photos," photos of unknown individuals submitted for search against a police or driver license database. These 

images may be low-quality surveillance camera stills, social media photos with filters, and scanned photo album 
pictures.3 Records from police departments show they may also include computer-generated facial features, or 

composite or artist sketches.4

Or the probe photo may be a suspect's celebrity doppelganger. Woody Harrelson is not the only celebrity to 

stand in for a suspect wanted by the NYPD. FIS has also used a photo of a New York Knicks player to search its 
face recognition database for a man wanted for assault in Brooklyn.5

The stakes are too high in criminal investigations to rely on unreliable—or wrong—inputs. It is one thing for a 
company to build a face recognition system designed to help individuals find their celebrity doppelganger6 or 

painting lookalike7 for entertainment purposes. It's quite another to use these techniques to identify criminal 
suspects, who may be deprived of their liberty and ultimately prosecuted based on the match. Unfortunately, 
police departments' reliance on questionable probe photos appears all too common.

GARBAGE IN. GARBAGE OUTi

"Pray, Mr. Babbage, if you put into the machine wrong figures, will the right answers come out?"

8—Charles Babbage



"Garbage in, garbage out" is a phrase used to express the idea that inputting low-quality or nonsensical data 

into a system will produce low-quality or nonsensical results. It doesn’t matter how powerful or cleverly- 
designed a system is, it can only operate on the information it is provided—if data is missing, the system 

cannot operate on it. Any attempt to reconstruct or approximate missing data will necessarily be a “guess” as to 

what information that data contained.

Worse, if data is wrong—like a photo of someone other than the suspect—the system has no way to correct it. 
It has literally no information about the suspect, and can’t make it up.

Photos that are pixelated, distorted, or of partial faces provide less data for a face recognition system to analyze 
than high-quality, passport-style photos, increasing room for error.9

Face recognition technology has improved immensely in the past two years alone, enabling rapid searches of 
larger databases and more reliable pairings in testing environments.10 But it doesn’t matter how good the 

machine is if it is still being fed the wrong figures—the wrong answers are still likely to come out.

1. COMPOSITE SKETCHES AS PROBE IMAGES

"Composite art is an unusual marriage of two unlikely disciplines: police investigative work and art — It is 

essential to realize that a composite sketch is a drawing of a victim’s or witness's perception of a perpetrator at 
the time he or she was observed. It is not meant to be an exact portrait of the suspect. Keep the two words 

'likeness' and 'similarity' in mind at all times. This is the best a composite sketch can achieve."

—The Police Composite Sketch11

In early 2018, Google rolled out "Art Selfie" — an app designed to match a user's photo to a famous painting 
lookalike using face recognition.12 The result is an often-humorous photo pairing and an opportunity to learn 

more about art.

Less humorous is the fact that some police departments do the same thing when looking for criminal suspects, 
just in reverse—submitting art in an attempt to identify real people.

At least half a dozen police departments across the country permit, if not 

encourage, the use of face recognition searches on forensic sketches.

At least half a dozen police departments across the country permit, if not encourage, the use of face recognition 

searches on forensic sketches—hand drawn or computer generated composite faces based on descriptions that a 

witness has offered. In a brochure informing its officers about the acquisition of face recognition, the Maricopa



County Sheriff’s Office in Arizona states: "[T]he image can be from a variety of sources including police artist 
renderings," and that the technology "can be used effectively in suspect identifications using photographs, 
surveillance still and video, suspect sketches and even forensic busts."13 A presentation about the face recognition 

system that the Washington County Sheriff's Department in Oregon operates includes a "Real World Example" 
of the technology being used to identify an artist's drawing of a face.14

Real World Example
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Figure 2: Slide from an AWS presentation titled "Washington County Sheriff's Office Rekognition Case Study." (Source: 

Public records obtained by ACLU Oregon Sc Northern California.)

A face recognition Privacy Impact Assessment that a working group of 15 state and federal agencies authored in 

2011 states that it should be permissible to use face recognition to "...identify suspects based upon artist's 
sketches."15 Information about the Maryland Department of Public Safety and Correctional Services, the 

Northern Virginia Regional Information System, and the Pinellas County Sheriff's Office in Florida suggest 
that sketches could be submitted to these agencies' face recognition systems as well.16

This practice is endorsed by some of the companies providing these face recognition systems to police 

departments. The example from the Washington County in Figure 2 is part of a case study that Amazon Web 

Services highlighted in a presentation about the capabilities of its face recognition software, Rekognition. 
Cognitec, one of the leading providers of face recognition algorithms to U.S. law enforcement, promotes the use 
of its software to "identify individuals in crime scene photos, video stills and sketches."17 Vigilant Solutions 

markets tools specifically for "creating a proxy image from a sketch artist or artist rendering" to be submitted to 
its face recognition system.18



A. SCIENTIFIC REVIEW OF COMPOSITE IMAGE FACE 

RECOGNITION

Even the most detailed sketches make poor face recognition probe images. The Los Angeles County Sheriff’s 
Department face recognition user guide summarizes this well:

"A photograph taken of a real person should be used. Composite drawing will have marginal success 

because they are rendered pictures and do not accurately detail precise features. ..19

Studies that have analyzed the performance of face recognition systems on composite sketches conclude the 

same. A 2011 Michigan State University study noted that "[cjommercial face recognition systems are not 
designed to match forensic sketches against face photographs."20 In 2013, researchers studying this question ran 

sketches against a face recognition database using a commercially-available algorithm from Cognitec—one of 

the companies that advertises this as a feature of its system. The algorithm was programmed to return a list of 

200 possible matches searching a database of 10,000 images. For sketches, it retrieved the correct match between 
4.1 and 6.7 percent of the time.21 Put another way, in only about 1 of every 20 searches would the correct match 

show up in the top 200 possible matches that the algorithm produced.22

In 2014, the National Institute of Standards and Technology (NIST) found similarly poor results, concluding 
that "[s]ketch searches mostly fail."23 The NYPD has separately concluded the same thing from their own 

experience. According to NYPD detective Tom Markiewicz, FIS has tried running face recognition on sketches 
in the past and found that "sketches do not work."24 So did the Pinellas County Sheriff's Office, concluding that 
the practice "is doubtful on yielding successful results with the current [system]" —yet it still permits the practice 
nonetheless.25

B. FORENSIC SKETCHES AND Ml SI DENTI FI CATION

The most likely outcome of using a forensic sketch as a probe photo is that the system fails to find a match— 

even when the suspect is in the photo database available to law enforcement. With this outcome, the system 

produces no useful leads, and investigating officers must go back to the drawing board.

But this practice also introduces the possibility of misidentification. The process of generating a forensic sketch is 

inherently subjective. Sketches typically rely on:

a. An eyewitness's memory of what the subject looked like;

b. The eyewitness's ability to communicate the memory of the subject to a sketch artist;

c. The artist's ability to translate that description into an accurate drawing of the subject’s face, someone whom 
the artist has never seen in person.26
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Figure 3: Examples where an imposter, not the subject of the forensic sketch, is returned as the highest ranking face recognition 

match. (Source: Klare, Li, &.Jain (2010), all rights reserved.)

Each of these steps introduces elements of subjective interpretation and room for error.27 For example, an 

eyewitness may not remember the shape of the subject's jaw, yet the resulting sketch will necessarily include one. 
Or the witness may remember the suspect had "bug eyes," something the artist would need to interpret 
figuratively rather than literally.28 As a consequence, the resulting sketch may actually look more like someone in 

the face recognition database other than the subject being searched for, as illustrated in Figure 3.

In this scenario, human review of the face recognition matches will not be able to remove the risk of error. When 

examining the face recognition results for a possible match, the analyst will have only the sketch to refer back to. 
The analyst will have no basis to evaluate whether the image accurately represents the subject being searched for. 
This compounds the risk that the face recognition search will lead to an investigation, if not an arrest, of the 

wrong person.

2. AN ART OR A SCIENCE? COMPUTER-GENERATED 

FACIAL FEATURES

A white paper titled "Facial Recognition: Art or Science?" published by the company Vigilant Solutions posits 

that face recognition systems—even without considering composite sketches—are "[p]art science and part art. 
The "art" aspect is the process of modifying poor quality images before submitting them to a recognition 
algorithm to increase the likelihood that the system returns possible matches.30

>i29

Editing photos before submitting them for search is common practice, as suggested by responses to records 

requests and a review of the software packages that face recognition vendor companies offer. These documents 

also illustrate that the edits often go well beyond minor lighting adjustments and color correction, and often



amount to fabricating completely new identity points not present in the original photo.

One technique that the NYPD uses involves replacing facial features or expressions in a probe photo with ones 

that more closely resemble those in mugshots—collected from photos of other people. Presentations and 

interviews about FIS include the following examples:

• "Removal of Facial Expression"—such as replacing an open mouth with a closed mouth. In one example 

provided in a NYPD presentation, detectives conducted "...a Google search for Black Male Model" whose 
lips were then pasted into the probe image over the suspect’s mouth.31

• "Insertion of Eyes"—the practice of "graphically replacing closed eyes with a set of open eyes in a probe 
image," generated from a Google search for a pair of open eyes.32

• Mirrored effect on a partial face—copying and mirroring a partial face over the Y axis to approximate the 

missing features, which may include adding "[ejxtra pixels ... to create a natural appearance of one single 

face. u33

• "Creating a virtual probe”—combining two face photographs of different people whom detectives think look 

similar to generate a single image to be searched, to locate a match to one of the people of the combined 
photograph.34

• Using the "Blur effect" on an overexposed or low-quality image—adding pixels to a photo that otherwise 

doesn’t have enough detail "to render a probe that [has] a similar nose, mouth, and brow as that of the 
suspect in the photo."35

• Using the "Clone Stamp Tool" to "create a left cheek and the entire chin area" of a suspect whose face was 
obscured in the original image.36

Another technique that the NYPD and other agencies employ involves using 3D modeling software to complete 

partial faces and to "normalize" or rotate faces that are turned away from the camera. After generating a 3D 

model, the software will fill in the missing facial data with an approximation of what it should look like, based 
on the visible part of what the subject's face looks like as well as the measurements of an "average" face.37 

According to the NYPD, the software creates "a virtual appearance of the suspect looking straight ahead, 
replicating a pose of a standard mugshot. t>38



Facial Identification Section 

Removal of Facial Expression

ORIGINAL IMAGE FIS ENHANCED IMAGE POSSIBLE MATCH CANDIDATE

i

Figure 4: A slide from NYPD FIS describing “Removal of Facial Expression” technique. (Source: NYPD.)

These techniques amount to the fabrication of facial identity points: at best an attempt to create information that 
isn’t there in the first place and at worst introducing evidence that matches someone other than the person being 

searched for. During a face recognition search on an edited photo, the algorithm doesn’t distinguish between the 

parts of the face that were in the original evidence—the probe photo—and the parts that were either computer 
generated or added in by a detective, often from photos of different people unrelated to the crime.39 This means 

that the original photo could represent 60 percent of a suspect’s face, and yet the algorithm could return a 

possible match assigned a 95 percent confidence rating, suggesting a high probability of a match to the detective 
running the search.40

If it were discovered that a forensic fingerprint expert was graphically replacing missing or blurry portions of a 

latent print with computer-generated—or manually drawn—lines, or mirroring over a partial print to complete 
the finger, it would be a scandal.41 The revelation could lead to thousands of cases being reviewed, possibly even 

convictions overturned.42

3. RESULTS AS “INVESTIGATIVE LEADS ONLY...”



Most agencies do not yet consider face recognition is not yet considered a positive identification. Many law 

enforcement agencies, the NYPD included, state that the results of a face recognition search are possible 
matches only and must not be used as positive identification.43

In theory, this is a valuable check against possible misidentifications, including those introduced into the system 

by inputting celebrity comparisons, composite sketches, or other computer-altered photographs that don’t 
accurately represent the person being searched for.

However, in most jurisdictions, officers do not appear to receive clear guidance about what additional evidence is 

needed to corroborate a possible face recognition match. The NYPD guide states: “Additional investigative steps 

must be performed in order to establish probable cause to arrest the Subject [sic]” of the face recognition 
search.44 But what or how many additional steps are needed, and how independent they must be from the face 

recognition process, is left undefined.

Absent this guidance, the reality is that suspects are being apprehended almost entirely on the basis of face 

recognition “possible matches.” For example:

• In a recent case, NYPD officers apprehended a suspect and placed him in a lineup solely on the basis of a 
face recognition search result.45 The ultimate arrest was made on the basis of the resulting witness 

identification, but the suspect was only in the lineup because of the face recognition process.

• NYPD officers made an arrest after texting a witness a single face recognition “possible match” photograph 

with accompanying text: “Is this the guy...?” The witness’ affirmative response to viewing the single photo 

and accompanying text, with no live lineup or photo array ever conducted, was the only confirmation of the 

possible match prior to officers making an arrest.

• Sheriffs in Jacksonville, Florida, who were part of an an undercover drug sale arrested a suspect on the basis 

of the face recognition search. The only corroboration was the officers’ review of the photograph, presented 
as the “most likely” possible match from the face recognition system.47

• A Metro Police Department officer in Washington, D.C., similarly printed out a “possible match” 

photograph from MPD’s face recognition system and presented that single photograph to a witness for 

confirmation. The resulting arrest warrant application for the person in the photograph used the face 

recognition match, the witness confirmation, and a social media post about a possible birth date (month and 
day only) as the only sources of identification evidence.48

There are probably many more examples that we don’t know about. These represent a fraction of the cases that 
have used face recognition to assist in making an identification. The NYPD made 2,878 arrests pursuant to face 
recognition searches in the first 5.5 years of using the technology.49 Florida law enforcement agencies, including 

the Jacksonville Sheriff’s Office, run on average 8,000 searches per month of the Pinellas County Sheriff’s Office 
face recognition system, which has been in operation since 2001.50 Many other agencies do not keep close track 

of how many times their officers run face recognition searches and whether these searches result in an arrest.

46
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Figure 5: In the first 5.5 years of operation, the NYPD’s face recognition system led to 2,878 arrests. NYPD Det. Markiewicz 

estimates that 8,000 cases will have used a face recognition search in 2018 alone. (Source: NYPD.)

Another valuable check against mistaken identification—and unreliable investigative leads—would be to allow 

defendants access to the inputs and outputs of a face recognition search that resulted in their arrest. But this does 

not happen. Even though prosecutors are required under federal law to disclose any evidence that may exonerate 

the accused, defense attorneys are not typically provided with information about “virtual probes,” celebrity 
doppelgangers, or really any information about the role face recognition played in identifying their client.51 This 

is a failure of the criminal justice system to protect defendants’ due process.52

It may be that many of those arrested on the basis of questionable face recognition searches did in fact commit 
the crime of which they were accused. But the possibility that they didn’t—that the face recognition system 

identified the wrong person—looms large in the absence of additional, independent police investigation and 

sufficient access to the evidence by the defense. This is risky, and the consequences will be borne by people 

investigated, arrested, and charged for crimes they didn’t commit.

4. CONCLUSION AND RECOMMENDATIONS



There is no easy way to discover just how broad of a trend this represents—and just how many arrests have been 

made in large part on the basis of celebrity lookalikes, artist sketches, or graphically altered faces submitted to 

face recognition systems.

But we can anticipate that the problem will get a lot bigger. Police departments across the country are 

increasingly relying on face recognition systems to assist their investigations. In addition, an official for the 

Federal Bureau of Investigation (FBI), which runs its own face recognition system, has indicated that the agency 

plans to do away with the “investigative lead only” limitation altogether. At a conference in 2018, FBI Section 

Chief for Biometric Services Bill McKinsey said of the FBI: “We re pretty confident we’re going to have face 

[recognition] at positive ID in two to three years. i.S4

In setting this goal, the FBI has assumed that the results of face recognition systems will become more accurate 

as the algorithms improve. But these improvements won’t matter much if there are no standards governing what 
police departments can feed into these systems. In the absence of those rules, we believe that a moratorium on 

local, state, and federal law enforcement use of face recognition is appropriate and necessary.

The stakes are too high in criminal investigations to rely on unreliable—or 

wrong—inputs.

Law enforcement agencies that persist in using face recognition in their investigations should at a minimum take 

steps to reduce the risk of misidentification and mistake on the basis of unreliable evidence. These steps include:

• Stop using celebrity look-alike probe images. Face recognition is generally considered to be a biometric, 
albeit an imperfect one. Police cannot substitute one person’s biometrics for another’s, regardless of whatever 

passing resemblance they may have.

• Stop submitting artist or composite sketches to face recognition systems not expressly designed for this 

purpose. Sketches are highly unlikely to result in a correct match—and carry a real risk of resulting in a 

misidentification that a human review of the possible matches cannot correct.

• Establish and follow minimum photo quality standards, such as pixel density and the percent of the face that 
must be visible in the original photo, and prohibit the practice of pasting other people’s facial features into a 

probe. Any photo not meeting these minimum standards should be discarded—not enhanced through the 

addition of new identity points like another person’s mouth or eyes.

• If edits to probe images are made, carefully document these edits and their results. Retain all versions of the 

probe image submitted to the face recognition system for production to the defense.

• Require that any subsequent human review of the face recognition possible match be conducted against the 

original photo, not a photo that has undergone any enhancements, including color and pose correction.



• As is the practice in some police departments, require double-blind confirmation. The face recognition 

system should produce an investigative lead only if two analysts independently conclude that the same photo 

is a possible match.

• Provide concrete guidance to investigating officers about what constitutes sufficient corroboration of a 

possible match generated by a face recognition system before law enforcement action is taken against a 

suspect. This should include: mandatory photo arrays; a prohibition on informing witnesses that face 

recognition was used; and a concrete nexus between the suspect and the crime in addition to the 

identification, such as a shared address.

• Make available to the defense any information about the use of face recognition, including the original probe 

photo, any edits that were made to that photo prior to search, the resulting candidate list and the defendant’s 
rank within that list, and the human review that corroborated the possible match.

• Prohibit the use of face recognition as a positive identification under any circumstance.

These recommendations should be considered as minimum requirements, and are made in addition to the 

broader recommendations the Center on Privacy & Technology made in its 2016 report, Toe Perpetual Line-up: 
Unregulated Police Face Recognition in America (https://www.perpetuallineup.org/).55

As the technology behind these face recognition systems continues to improve, it is natural to assume that the 

investigative leads become more accurate. Yet without rules governing what can—and cannot—be submitted as a 

probe photo, this is far from a guarantee. Garbage in will still lead to garbage out.
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CITY ATTORNEY'S OFFICE

OAKLAND CITY COUNCIL

ORDINANCE NO. C.M.S.
INTRODUCED BY COUNCIL PRESIDENT KAPLAN

ORDINANCE AMENDING OAKLAND MUNICIPAL CODE CHAPTER 9.64 
TO PROHIBIT THE CITY OF OAKLAND FROM ACQUIRING AND/OR 
USING FACE RECOGNITION TECHNOLOGY

WHEREAS, according to the American Civil Liberties Union (ACLU), “facial 
recognition systems are built on computer programs that analyze images of human faces 
for the purpose of identifying them”; and

WHEREAS, Georgetown Law’s Center on Privacy and Technology (CPT) issued a 
report “Garbage in and Garbage Out” in May 2019, detailing how law enforcement 
agencies across the country are feeding facial recognition software flawed data stating 
"when blurry or flawed photos of suspects have failed to turn up good leads, analysts have 
instead picked a celebrity they thought looked like the suspect, then run the celebrity’s 
photo through their automated face recognition system looking for a lead” and that there 
are “no rules when it comes to what images police can submit to face recognition 
algorithms to generate investigative leads”; and

WHEREAS, in a 2018 report by the MIT Lab, “Gender Shades: Intersection 
Accuracy Disparities in Commercial Gender Classification,” the study concluded, using a 
data set of 1,270 people, that facial recognitions systems worked best on white males and 
failed most often with the combination of female and dark-skin individuals with error rates 
of up to 34.7%; and

WHEREAS, the ACLU in 2018, tested a face recognition tool, called “Rekognition,” 
and the software incorrectly matched 28 members of Congress, identifying them as people 
who had been arrested for a crime; and

WHEREAS, at May 2019 World Economic Forum, George Soros warned of the 
Chinese government's use of artificial intelligence as an "unprecedented danger" in their 
monitoring and targeting members of the Uighurs, a Muslim minority group in China; and



WHEREAS, a Stanford study used face recognition technology to see if it could 
determine sexual orientation of participants and this raises ethical concerns on the use of 
this technology as a tool for persecution of historically disenfranchised groups; and

WHEREAS, in 2018, the South Wales Police used face recognition software on 
170,000 people at a Real Madrid versus Juventus football game and out of 2,470 potential 
matches with possible criminals, 92% or 2,297 were incorrect; and

WHEREAS, in Baltimore, Maryland, police agencies used face recognition 
technology to target activists in the aftermath of Freddie Gray’s death by law enforcement;
and

WHEREAS, in Sri Lanka, authorities using face recognition technology misidentified 
an American student as a terrorist responsible for killing 300 people in April 2019, widely 
circulating her image before having to issue an apology; and

WHEREAS, an 18-year-old college student Ousmane Bah, is suing Apple and its 
contractor, Security Industry Specialists, for allegedly relying on facial recognition systems 
that misidentified him as a serial shoplifter; and

WHEREAS, police forces in Great Britain are using facial recognition software at 
festivals and in malls and public spaces and are currently facing legal challenges; and

WHEREAS, the New York City Police Department is currently facing a lawsuit on 
their use of face recognition technology; and

WHEREAS, United States Representative Alexandria Ocasio-Cortez expressed 
concerns at a May 2019 House Oversight Committee hearing on facial recognition 
technology about “the harvesting of facial recognition data without the consent or 
knowledge of individuals amid the rise of fascism and authoritarianism”; and

WHEREAS, in adopting the City of Oakland’s Surveillance and Community Safety 
Ordinance (Ordinance No. 13489 CMS, codified as Chapter 9.64 of the Oakland Municipal 
Code), the Oakland City Council (City Council) found that “strong consideration” is required 
on behalf of the City Council on the” impact such technologies may have on civil rights and 
civil liberties”; and

WHEREAS, on May 2, 2019, the City of Oakland’s Privacy Advisory Commission 
voted unanimously to support a proposal that would ban the City of Oakland’s use of face 
recognition technology based on empirical evidence on m^identification, concerns around 
privacy, and studies of misuse by police departments; and

WHEREAS, the City Council finds that ethical dilemmas exist around privacy and 
the intrusiveness of face recognition technology, the lack of parameters set for the use of 
this technology by police departments, and that a multitude of studies show that algorithms 
have gender and race bias; and
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NOW, THEREFORE, THE CITY COUNCIL OF THE CITY OF OAKLAND DOES ORDAIN 
AS FOLLOWS:

SECTION 1. Recitals. The City Council finds and determines the foregoing 
recitals to be true and correct and hereby adopts and incorporates them into this 
Ordinance.

SECTION 2. Purpose and Intent. It is the purpose and intent of this Ordinance to 
prohibit the City's acquisition and/or use of any Face Recognition Technology.

SECTION 3. Amendments to Chapter 9.64 of the Oakland Municipal Code.
Oakland Municipal Code Chapter 9.64, is hereby amended as set forth below. Chapter and 
section numbers and titles are indicated in bold type. Additions are indicated in underline 
and deletions are shown as strikethrough. Provisions of Chapter 9.64 not included herein 
or not shown in underline or strikethrough type are unchanged.

Definitions. The following definitions apply to this Chapter.9.64.010

1. "Annual Surveillance Report" means a written report concerning a specific 
surveillance technology that includes all the following:

a. description of how the surveillance technology was used, including the type 
and quantity of data gathered or analyzed by the technology;

b. Whether and how often data acquired through the use of the surveillance 
technology was shared with outside entities, the name of any recipient entity, 
the type(s) of data disclosed, under what legal standard(s) the information 
was disclosed, and the justification for the disclosure(s);

c. Where applicable, a breakdown of what physical objects the surveillance 
technology hardware was installed upon; using general descriptive terms so 
as not to reveal the specific location of such hardware; for surveillance 
technology software, a breakdown of what data sources the surveillance 
technology was applied to;

d. Where applicable, a breakdown of where the surveillance technology was 
deployed geographically, by each police area in the relevant year;

e. A summary of community complaints or concerns about the surveillance 
technology, and an analysis of the technology's adopted use policy and 
whether it is adequate in protecting civil rights and civil liberties;

f. The results of any internal audits, any information about violations or 
potential violations of the Surveillance Use Policy, and any actions taken in 
response unless the release of such information is prohibited by law, 
including but not limited to confidential personnel file information;
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g. Information about any data breaches or other unauthorized access to the 
data collected by the surveillance technology, including information about the 
scope of the breach and the actions taken in response;

h. Information, including crime statistics, that helps the community assess 
whether the surveillance technology has been effective at achieving its 
identified purposes;

i. Statistics and information about public records act requests regarding the 
relevant subject surveillance technology, including response rates;

j. Total annual costs for the surveillance technology, including personnel and 
other ongoing costs, and what source of funding will fund the technology in 
the coming year; and

k. Any requested modifications to the Surveillance Use Policy and a detailed 
basis for the request.

2. "City" means any department, agency, bureau, and/or subordinate division of the 
City of Oakland as provided by Chapter 2.29 of the Oakland Municipal Code.

3. "City Staff" means City personnel authorized by the City Administrator or designee 
to seek City Council approval of surveillance technology in conformance with this 
Chapter.

4. "Continuing Agreement" means an agreement that automatically renews unless 
terminated by one (1) party.

5. "Exigent Circumstances" means a law enforcement agency's good faith belief that 
an emergency involving danger of, or imminent threat of the destruction of evidence 
regarding, death or serious physical injury to any person requires the use of 
surveillance technology or the information it provides.

6. "Face Recognition Technology" means an automated or semi-automated process 
that assists in identifying or verifying an individual based on an individual's face.

7. "Large-Scale Event" means an event attracting ten thousand (10,000) or more 
people with the potential to attract national media attention that provides a 
reasonable basis to anticipate that exigent circumstances may occur.

8. "Personal Communication Device" means a mobile telephone, a personal digital 
assistant, a wireless capable tablet and a similar wireless two-way communications 
and/or portable internet accessing devices, whether procured or subsidized by a city 
entity or personally owned, that is used in the regular course of city business.

9. "Police Area" refers to each of the geographic districts assigned to a police 
commander and as such districts are amended from time to time.

10. "Surveillance" or "Surveil" means to observe or analyze the movements, behavior, 
data, or actions of individuals. Individuals include those whose identity can be 
revealed by license plate data when combined with any other record.
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11. "Surveillance Technology" means any software, electronic device, system utilizing 
an electronic device, or similar used, designed, or primarily intended to collect, 
retain, analyze, process, or share audio, electronic, visual, location, thermal, 
olfactory, biometric, or similar information specifically associated with, or capable of 
being associated with, any individual or group. Examples of surveillance technology 
include, but is not limited to the following: cell site simulators (Stingrays); automatic 
license plate readers; gunshot detectors (ShotSpotter); facial recognition software; 
thermal imaging systems; body-worn cameras; social media analytics software; gait 
analysis software; video cameras that record audio or video, and transmit or can be 
remotely accessed. It also includes software designed to monitor social media 
services or forecast criminal activity or criminality, biometric identification hardware 
or software.

A. "Surveillance technology" does not include the following devices or hardware,
unless they have been equipped with, or are modified to become or include, a
surveillance technology as defined above:
1. Routine office hardware, such as televisions, computers, credit card 

machines, badge readers, copy machines, and printers, that is in widespread 
use and will not be used for any surveillance or law enforcement functions;

2. Parking Ticket Devices (PTDs);
3. Manually-operated, non-wearable, handheld digital cameras, audio 

recorders, and video recorders that are not designed to be used 
surreptitiously and whose functionality is limited to manually capturing and 
manually downloading video and/or audio recordings;

4. Surveillance devices that cannot record or transmit audio or video or be 
remotely accessed, such as image stabilizing binoculars or night vision 
goggles;

5. Manually-operated technological devices used primarily for internal municipal 
entity communications and are not designed to surreptitiously collect 
surveillance data, such as radios and email systems;

6. City databases that do not contain any data or other information collected, 
captured, recorded, retained, processed, intercepted, or analyzed by 
surveillance technology, including payroll, accounting, or other fiscal 
databases.

7. Medical equipment used to diagnose, treat, or prevent disease or injury.
8. Police department interview room cameras.
9. Police department case management systems.
10. Police department early warning systems.
11. Personal communication devices that have not been modified beyond stock 

manufacturer capabilities in a manner described above.

12. "Surveillance Impact Report" means a publicly-released written report including at a 
minimum the following:

a. Description: information describing the surveillance technology and how it 
works, including product descriptions from manufacturers;
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b. Purpose: information on the proposed purposes(s) for the surveillance 
technology;

c. Location: the location(s) it may be deployed, using general descriptive terms, 
and crime statistics for any location(s);

d. Impact: an assessment of the technology's adopted use policy and whether it 
is adequate in protecting civil rights and liberties and whether the 
surveillance technology was used or deployed, intentionally or inadvertently, 
in a manner that is discriminatory, viewpoint-based, or biased via algorithm;

e. Mitigations: identify specific, affirmative technical and procedural measures 
that will be implemented to safeguard the public from each such impacts;

f. Data Types and Sources: a list of all types and sources of data to be 
collected, analyzed, or processed by the surveillance technology, including 
"open source" data, scores, reports, logic or algorithm used, and any 
additional information derived therefrom;

g. Data Security: information about the steps that will be taken to ensure that 
adequate security measures are used to safeguard the data collected or 
generated by the technology from unauthorized access or disclosure;

h. Fiscal Cost: the fiscal costs for the surveillance technology, including initial 
purchase, personnel and other ongoing costs, and any current or potential 
sources of funding;

i. Third Party Dependence: whether use or maintenance of the technology will 
require data gathered by the technology to be handled or stored by a third- 
party vendor on an ongoing basis;

j. Alternatives: a summary of all alternative methods (whether involving the use 
of a new technology or not) considered before deciding to use the proposed 
surveillance technology, including the costs and benefits associated with 
each alternative and an explanation of the reasons why each alternative is 
inadequate; and

k. Track Record: a summary of the experience (if any) other entities, especially 
government entities, have had with the proposed technology, including, if 
available, quantitative information about the effectiveness of the proposed 
technology in achieving its stated purpose in other jurisdictions, and any 
known adverse information about the technology (such as unanticipated 
costs, failures, or civil rights and civil liberties abuses).

13."Surveillance Use Policy" means a publicly-released and legally enforceable policy 
for use of the surveillance technology that at a minimum specifies the following:

a. Purpose: the specific purpose(s) that the surveillance technology is intended 
to advance;

b. Authorized Use: the specific uses that are authorized, and the rules and 
processes required prior to such use;

c. Data Collection: the information that can be collected by the surveillance 
technology. Where applicable, list any data sources the technology will rely 
upon, including "open source" data;

d. Data Access: the category of individuals who can access or use the collected 
information, and the rules and processes required prior to access or use of 
the information;
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e. Data Protection: the safeguards that protect information from unauthorized 
access, including encryption and access control mechanisms;

f. Data Retention: the time period, if any, for which information collected by the 
surveillance technology will be routinely retained, the reason such retention 
period is appropriate to further the purpose(s), the process by which the 
information is regularly deleted after that period lapses, and the specific 
conditions that must be met to retain information beyond that period;

g. Public Access: how collected information can be accessed or used by 
members of the public, including criminal defendants;

h. Third Party Data Sharing: if and how other city departments, bureaus, 
divisions, or non-city entities can access or use the information, including any 
required justification or legal standard necessary to do so and any obligations 
imposed on the recipient of the information;

i. Training: the training required for any individual authorized to use the 
surveillance technology or to access information collected by the surveillance 
technology;

j. Auditing and Oversight: the mechanisms to ensure that the Surveillance Use 
Policy is followed, including internal personnel assigned to ensure 
compliance with the policy, internal recordkeeping of the use of the 
technology or access to information collected by the technology, technical 
measures to monitor for misuse, any independent person or entity with 
oversight authority, and the legally enforceable sanctions for violations of the 
policy; and

k. Maintenance: The mechanisms and procedures to ensure that the security 
and integrity of the surveillance technology and collected information will be 
maintained.

Prohibition on City’s Acquisition and/or Use of Face Recognition 
Technology

9.64.045

Notwithstanding anv other provision of this Chapter (9.64T it shall be 
unlawful for the City or any City staff to obtain, retain, request, access, or 
use:
1. Face Recognition Technology: or
2. Information obtained from Face Recognition Technology.

A.

City staff’s inadvertent or unintentional receipt, access of. or use of anv 
information obtained from Face Recognition Technology shall not be a 
violation of this Section 9.64.045 provided that:
1. City staff did not request or solicit the receipt, access of. or use of such 

information: and
2. City staff loos such receipt, access, or use in its Annual Surveillance 

Report as referenced bv Section 9.64.040. Such report shall not include 
anv personally identifiable information or other information the release of 
which is prohibited bv law.

B.
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SECTION 4. Severability. If any section, subsection, sentence, clause or phrase of 
this Ordinance is for any reason held to be invalid or unconstitutional by decision of any 
court of competent jurisdiction, such decision shall not affect the validity of the remaining 
portions of the Chapter. The City Council hereby declares that it would have passed this 
Ordinance and each section, subsection, clause or phrase thereof irrespective of the fact 
that one or more other sections, subsections, clauses or phrases may be declared invalid 
or unconstitutional.

SECTION 5. Effective Date. This ordinance shall become effective immediately 
on final adoption if it receives six or more affirmative votes; otherwise it shall become 
effective upon the seventh day after final adoption, effective immediately upon final 
adoption.

IN COUNCIL, OAKLAND, CALIFORNIA, 

PASSED BY THE FOLLOWING VOTE:

AYES - FORTUNATO BAS, GALLO, GIBSON MCELHANEY, KALB, REID, TAYLOR, THAO AND 
PRESIDENT KAPLAN

NOES - 

ABSENT- 

ABSTENTION -
ATTEST:

LATONDA SIMMONS
City Clerk and Clerk of the Council of the City of Oakland, 

California

Date of Attestation:

Doc. 2774168v2
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NOTICE AND DIGEST

ORDINANCE AMENDING OAKLAND MUNICIPAL CODE CHAPTER 
9.64 TO PROHIBIT THE CITY OF OAKLAND FROM ACQUIRING 
AND/OR USING FACE RECOGNITION TECHNOLOGY

This ordinance amends Oakland Municipal Code Chapter 9.64 to prohibit 
the City of Oakland from acquiring and/or using face recognition 
technology. The ordinance also defines the term “Face Recognition 
Technology.”
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